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Figure 1: PolyPose is a locally-rigid framework for sparse-view deformable 2D/3D registration.
(A) PolyPose can deformably align a high-resolution preoperative 3D volume to as few as two
intraoperative 2D X-rays without the need of expensive regularizers or hyperparameter optimization.
(B) To tackle this highly ill-posed problem, we estimate the poses ( ) of rigid bodies in the volume
and smoothly interpolate them in space to produce a topologically consistent locally-rigid warp.
(C) Using the estimated warps, PolyPose provides 3D volumetric guidance to procedures where only
minimal supervision is available from intraoperative 2D X-rays.

Abstract

Determining the 3D pose of a patient from a limited set of 2D X-ray images
is a critical task in interventional settings. While preoperative volumetric
imaging (e.g., CT and MRI) provides precise 3D localization and visualization of
anatomical targets, these modalities cannot be acquired during procedures, where
fast 2D imaging (X-ray) is used instead. To integrate volumetric guidance into
intraoperative procedures, we present PolyPose, a simple and robust method for
deformable 2D/3D registration. PolyPose parameterizes complex 3D deformation
fields as a composition of rigid transforms, leveraging the biological constraint that
individual bones do not bend in typical motion. Unlike existing methods that either
assume no inter-joint movement or fail outright in this under-determined setting,
our polyrigid formulation enforces anatomically plausible priors that respect the
piecewise rigid nature of human movement. This approach eliminates the need
for expensive deformation regularizers that require patient- and procedure-specific
hyperparameter optimization. Across extensive experiments on diverse datasets
from orthopedic surgery and radiotherapy, we show that this strong inductive bias
enables PolyPose to successfully align the patient’s preoperative volume to as few
as two X-rays, thereby providing crucial 3D guidance in challenging sparse-view
and limited-angle settings where current registration methods fail.

Code available at https://github.com/eigenvivek/polypose.
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Figure 2: Illustration of polyrigid deformations fields. We visualize 2D slices of the rigid motion
induced by every articulated structure. Linearly combining these transforms in the tangent space yields
a smooth and invertible deformation field, which we color by the relative contribution from every
structure. PolyPose enables the recovery of this 3D deformation field via differentiable rendering.

1 Introduction

Estimating the 3D position of anatomical structures from 2D X-ray images is a critical task for clinical
interventions that require millimeter-level precision, such as image-guided surgery [1–5] or the deliv-
ery of radiotherapy in cancer treatment [6–10]. The number of 2D X-rays available for 3D volumetric
pose estimation is directly proportional to the radiation exposure to the patient and clinical team, as
well as the time available for the procedure, thereby reducing the number of X-rays acquired [11, 12].
Furthermore, the geometry of X-ray scanners limits the angular range of acquisitions, introducing spa-
tial ambiguities along the projection direction and challenges for 3D localization [13]. While patients
undergoing surgery and radiotherapy typically have previously acquired 3D volumes, such as com-
puted tomography (CT) scans, their use is confounded by their misalignment with the intraoperative
2D X-rays as patients move between acquisitions (see the misaligned outlines in Figure 1A).

Several parameterizations of 2D/3D motion have been proposed to align these modalities. For
example, rigid 2D/3D registration methods align global structure [14–17], but do not account for
the soft tissue deformation or articulated inter-joint motion that occurs during procedures and creates
localization challenges. Other work estimates point-wise displacement fields using either deep learn-
ing [18–22] or optimization [23–25]. However, given the minimal supervision available for estimating
3D deformations in 2D sparse-view and limited-angle settings, deformable models require extensive
application-specific regularization to generate anatomically faithful warps, thereby introducing new
modeling decisions and hyperparameter tuning for every subject, procedure, and anatomical region.

Our approach is instead motivated by a generic anatomical prior: bones are rigid bodies. We parame-
terize deformable 2D/3D registration using a low-dimensional polyrigid model with limited degrees of
freedom (Figure 2), where transformations are composed from individually estimated rototranslations
of multiple articulated structures that are linearly combined in the tangent space se(3) [26]. This
reduces the number of optimizable parameters from the order of voxels in the CT volume to the
order of the number of rigid components. Furthermore, unlike other low-dimensional deformation
models (e.g., splines [27] or linear bases [18]), polyrigid transforms have several desirable properties
by construction, such as smoothness, invertibility, and coordinate frame invariance [26].

Our method, PolyPose, enables the estimation of highly accurate non-rigid deformations that are
anatomically plausible and topologically consistent. We do this via differentiable X-ray rendering,
providing piece-wise 2D/3D registration targets from which to construct a polyrigid warp. Empirically,
across diverse datasets, PolyPose is robust even for a small number of input views from limited angles.
Furthermore, given its strong inductive priors, PolyPose does not require any regularization and has
no tunable hyperparameters other than the step size of the optimizer. Our method outperforms both
deep learning and optimization-based 2D/3D registration methods and enables the 3D localization of
critical structures during medical interventions from intraoperative 2D images.

Contributions. To summarize, PolyPose contributes:

• A regularization-free framework for deformable 2D/3D registration that estimates polyrigid
deformation fields using differentiable X-ray rendering.
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• A hyperparameter-free weighting function for linearly combining multiple rigid transforma-
tions, providing out-of-the-box generalization to new surgical and therapeutic procedures.

• An anatomically motivated motion model that is robust in sparse-view and limited-angle
settings and produces smooth, invertible, and accurate deformation fields by construction.

2 Related Work

Rigid 2D/3D registration. Given a 2D X-ray and a 3D CT volume, rigid registration methods estimate
a global rigid transformation in SE(3) that optimally aligns the two images [28, 29]. While state-of-
the-art methods can now determine the pose of rigid bodies with less than a millimeter of error [15, 16]
(which, in a different reference frame, is equivalent to estimating the extrinsic matrix of the image),
they fail to describe the motion of volumes subject to non-rigid deformable transformations.

Deformable 2D/3D registration. Non-rigid deformable 2D/3D registration is crucial to radiation
oncology, where a dense displacement field is needed to align a preoperative planning CT volume
with multiple intraoperative X-ray images [20, 23]. As deformably aligning a 3D volume to a set of
sparse 2D X-rays is severely ill-posed, deformable 2D/3D methods rely on complex regularization
schemes (e.g., diffusion [30], total variation [31], elastic penalties [32]), introducing numerous
hyperparameters that must be carefully tuned for every procedure, subject, and anatomical region.

Deformable 3D/3D registration. Many methods exist to reconstruct 3D cone-beam computed tomog-
raphy (CBCT) volumes from multiple 2D X-rays [33]. As such, one could reformulate multi-view
2D/3D registration as a 3D/3D registration task, an active research area, and use recent foundation
models for multimodal 3D/3D registration [34–36] or improved solvers for iterative deformable
3D/3D registration [37–39]. Unfortunately, the reconstructed CBCTs produced from sparse (< 10)
X-rays have very low SNR and suffer severe streaking artifacts [40, 41], complicating their use as
registration targets. In parallel, the broader vision literature has proposed several alternative represen-
tations of 3D deformation fields for large deformations. For instance, methods such as Nerfies [32]
and RAFT-3D [42] estimate dense SE(3) fields in which each spatial location is assigned an inde-
pendent rigid transformation. While expressive, these dense deformation models are severely under-
constrained in clinical settings characterized by sparse-view and limited-angle X-ray acquisitions.

Learning-based deformable 2D/3D registration. To avoid solving an expensive optimization
problem for every new pair of 2D X-rays and 3D volume, numerous deep learning methods have
been proposed for deformable 2D/3D registration. For example, methods like LiftReg [18] and
2D3D-RegNet [19] rely on convolutional architectures that directly regress parameterizations of 3D
deformation fields from imaging. While some of these methods can be trained in a self-supervised
fashion, they require longitudinal datasets with multiple CT volumes for every patient and/or proce-
dure, which is infeasible for many clinical and surgical settings.

Marker-based multi-component tracking. Unlike the registration methods described above, some
animal biomechanics studies use implanted fiducial markers to track and study the motion of bony
structures in X-ray videos [43, 44]. However, this technique is impractical in clinical settings due to
the invasive nature of implanting markers, as well as its inability to track deformable soft tissue.

3 Methods

Let L∞
c (Rk) define the set of bounded and compact functions g : Rk → R and V ∈ L∞

c (R3)
represent a 3D CT volume of a patient. Additionally, let I = {In ∈ L∞

c (R2)}Nn=1 represent a set
of N 2D X-ray images of the same patient at a different time point (we assume all images in I are
acquired simultaneously). Specifically, assume the patient is in different positions for the acquisitions
of V and I (e.g., supine vs. standing).

The geometry underlying X-ray image formation can be modeled using a pinhole camera [45]. Let
each image In be associated with a camera matrix Πn = Kn [Rn | tn], where Kn and [Rn | tn] are
the intrinsic and extrinsic matrices, respectively. We model the relationship between V and I as

In = P(Πn) ◦V ◦Φ , (1)
where P(Πn) : L

∞
c (R3) → L∞

c (R2) is the X-ray projection operator whose geometry is defined by
the camera matrix Πn, and Φ : R3 → R3 is a 3D deformation field. Given V and I, our goal is to
solve for the camera matrices {Π1, . . . ,ΠN} and the deformation field Φ.

3



(B) Stage 2: Optimize structure-specific poses (     ) to estimate the polyrigid deformation field ( )Φ
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(A) Stage 1: Estimate the pose ( ) of each X-ray imageΠ̂

Eq. (3)
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Figure 3: Overview of PolyPose. (A) We estimate the camera pose Π̂ for each X-ray by registering
the structure Sanchor across all input views (Section 3.2). (B) Using these camera matrices, we jointly
optimize the poses of the rigid bodies in V by producing a locally linear polyrigid warp field and
maximizing the similarity of warped differentiably rendered and real X-rays (Section 3.3).

3.1 Preliminaries

Differentiable X-ray rendering. Given the camera matrix Πn = Kn [Rn | tn] ∈ R3×4, the location
of the X-ray source in world coordinates is given by S = −RT

n tn [46, p. 158]. For a pixel in In
with coordinates p ∈ R2, its location on the X-ray detector plane is given by P = fΠ†

np̃, where f is
the X-ray machine’s focal length (derived from Kn [46, p. 162]), † is the pseudoinverse, and p̃ ∈ P2

is p in homogeneous coordinates. A construction of the intrinsic matrix Kn is given in Appendix A.

The 3D ray back-projected from p to the camera center can be parameterized as r⃗(λ) = S+λ(P−S)
for all λ ∈ [0, 1]. The negative log-intensity measured at p is given by the Beer-Lambert law [47]:

In(p) =

∫
x∈r⃗

V(x)dx =

∫ 1

0

V
(⃗
r(λ)

)
∥⃗r′(λ)∥dλ = ∥P− S∥

∫ 1

0

V
(
S+ λ(P− S)

)
dλ , (2)

where V(·) represents the linear attenuation coefficient (LAC) at every point in space, a physical
property proportional to the density. The line integral in Eq. (2) defines the first-order continuous
approximation of the X-ray projection operator P(Πn), i.e., no scattering, beam hardening, etc.

We implement Eq. (2) by modeling V with a discrete CT volume (i.e., a voxelgrid of LACs). This
discrete line integral can be approximated with interpolating quadrature as

In(p) ≈ ∥P− S∥
M−1∑
m=1

V [S+ λm(P− S)] (λm+1 − λm) , (3)

where λm+1 − λm is the distance between adjacent samples on r⃗ and V[·] represents a sampling
operation (e.g., trilinear interpolation) on the discrete volume [48, 49]. Here, we rely on open-source
implementations of the rendering equation (3) as a series of vectorized tensor operations [50].

Parameterizing the deformation field. Let {S1, . . . ,SK} ⊂ V represent a set of disjoint binary
masks for the articulated rigid bodies within the volume (e.g., the bones of the skeleton). Each
structure Sk is associated with a corresponding rigid transformation Tk ∈ SE(3) that represents the
displacement of Sk between the acquisitions of V and I. In the polyrigid framework, the deformation
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field Φ is parameterized as a convex combination of the K rigid transforms represented in the tangent
space se(3) [26]. Specifically, the polyrigid deformation at any point x ∈ R3 is computed as

Φ[T1, . . . ,TK ](x) = T(x)x̃ , where T(x) ≜ exp

(∑K
k=1 wk(x) logTk∑K

k=1 wk(x)

)
∈ SE(3) (4)

is the locally-rigid transformation at x (represented as a 4× 4 matrix), x̃ ∈ P3 is the representation
of x ∈ R3 in homogeneous coordinates, wk(x) is the weight of structure Sk at x, and log(·) and
exp(·) are the logarithm and exponential maps for SE(3), respectively.

By fusing log-transformed versions of the pose for each structure, as opposed to simply averaging their
associated displacements, the resulting polyrigid warp is diffeomorphic, anatomically constrained,
and well-suited to our ill-posed setting. Eq. (4) can also be efficiently computed using closed forms
for log(·) and exp(·) maps on SE(3), which are provided in Appendix B.

3.2 Estimating the Camera Matrices

Given a preoperative 3D volume V and intraoperative 2D X-ray images I1, . . . , IN , we aim to
estimate the camera matrices Π1, . . . ,ΠN . While patients move non-rigidly between the acquisitions
of V and I, there exists a global rigid transform for an individual articulated structure. Therefore,
using a rigid 2D/3D registration framework (DiffPose [15]), we anchor pose representations by first
rigidly aligning a structure Sanchor that is reliably visible across all views in I, such as the pelvis in
Figure 3A. Using Sanchor, we estimate the extrinsic matrix for every X-ray image [R̂n | t̂n]. Finally,
as X-ray imaging systems used in clinical practice are calibrated, the intrinsic parameters K1, . . . ,KN

can easily be obtained from each image’s metadata, yielding camera matrices Π̂n = Kn[R̂n | t̂n].

3.3 Constructing the Polyrigid Deformation Field

Constructing the weight field. Prior formulations of 3D/3D polyrigid registration [51] have proposed
defining the weight of each structure Sk at any point x ∈ R3 using the reciprocal distance function

wk(x) =
1

1 + ϵd2k(x)
, (5)

where ϵ ≤ 1 is a hyperparameter controlling the rate of decay of wk as x moves further away from
Sk, and dk is the minimum Euclidean distance from x to Sk. However, Eq. (5) produced inaccurate
deformation fields for volumes containing articulated bodies with very different sizes (Table 3). To our
knowledge, Eq. (5) has largely only been used when the constituent substructures have comparable
volumes, such as certain brain regions [51] or the carpal bones [52, 53].

Instead, loosely inspired by the influence of mass in gravitational attraction [54], we define the weight
field for each structure as

wk(x) =
mk

1 + d2k(x)
, (6)

where mk is the normalized mass of Sk relative to all structures. We estimate mk using the volume
of Sk (i.e., assuming a constant density for all bones). This formulation eliminates challenging
hyperparameter optimization while still producing topologically valid deformations (Table 3). An
example of our proposed weight field is visualized in Figure 3B (left).

Joint optimization. Given the camera matrices Π̂1, . . . , Π̂N estimated in Section 3.2, we jointly
optimize the pose for every rigid body by maximizing an image similarity metric L (e.g., normalized
cross correlation, mutual information, etc.) between the rendered and real X-ray images:

(T̂1, . . . , T̂K) = argmax
T1,...,TK

1

N

N∑
n=1

L
(
In,P(Π̂n) ◦V ◦Φ[T1, . . . ,TK ]

)
, (7)

where Φ is constructed from T1, . . . ,TK via Eq. (4).

Efficient computation with a vectorized forward model. Let X ∈ RM×3 be the coordinates of
every voxel in V where M is the number of voxels. For each structure Sk, we evaluate Eq. (6) to
precompute wk(x) at every x ∈ X. Concatenating the structure-specific weights, we construct the
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discretized weight field W ∈ RM×K , with its rows normalized to sum to 1. Additionally, since the
codomain of the logarithm map log : SE(3) → se(3) is isomorphic to R6 (see Appendix B), we
succinctly represent all structure-specific transformations T̂1, . . . , T̂K with the matrix

T̂ =

 log T̂1
...

log T̂K

 ∈ RK×6 . (8)

Then, using batched matrix multiplication, we construct the polyrigid warp at all voxel coordinates:

Φ̂(X) = exp(WT̂)X̃ ∈ RM×3 , (9)

where exp(WT̂) ⊂ SE(3) represents a set of M rigid transforms computed with a vectorized
implementation of the exponential map. Figure 3B illustrates the computation flow based on the
vectorized forward model in PolyPose.

3.4 Implementation Details

To measure the similarity between rendered and real X-rays (L in Figure 3), we use a variant of
the patch-wise normalized cross correlation loss [55] that computes the similarity between raw and
gradient-filtered images at multiple scales [15, 56]. For both camera and structure-specific pose
estimation, we perform gradient-based optimization on rigid transforms parameterized in the tangent
space se(3). Specifically, across all experiments, we use the Adam optimizer [57] with step sizes
βrot = 10−2 and βxyz = 100 for the rotational and translational components of se(3), respectively.
Further details are provided in Appendix C.

4 Experiments

4.1 Datasets and Experimental Setup

Head&Neck. We first perform experiments on a longitudinal dataset of CT scans of 31 patients
undergoing radiotherapy for head and neck squamous cell carcinoma [58] using a 10/2/19 subject-
wise training, validation, and testing split. Each patient had one CT volume from the pre-, peri-,
and post-treatment periods, respectively [59]. To simulate a deformable 2D/3D registration task,
we generated a small set of X-ray images (2-9 images) in a 180◦ orbit from either the peri- or
post-treatment CTs (fixed image) to be registered to the preoperative CT (moving image). To assess
registration accuracy, we measure the 3D volume overlap between the warped labelmaps of rigid and
soft tissue structures and their corresponding ground truth labelmaps in the peri- or post-treatment
CT. The poses of soft tissue structures are not optimized, thereby serving to assess PolyPose’s
extrapolation outside rigid bodies.

DeepFluoro. To measure performance on real X-ray images, we use DeepFluoro, a cadaveric
orthopedic surgery dataset of six preoperative CT volumes with associated intraoperative X-ray
images [60]. As DeepFluoro comprises fixed cadavers, most subjects show little-to-no articulated
motion. We therefore analyze the subject exhibiting the largest deformations between the pre- and
intraoperative images, with analysis of all subjects given in Appendix E.2. As is typical in image-
guided interventions, the intraoperative X-ray images were acquired from a limited viewing angle
(∼30◦) as unconventional oblique views are often not useful for human operators. Finally, in this
dataset, bones in the X-ray images were manually segmented. As such, we measure accuracy with
2D segmentation metrics computed on X-ray images not used to estimate the deformation field.

4.2 Baselines

We evaluate several 2D/3D and 3D/3D registration approaches as points of reference with imple-
mentation details provided in Appendix D. We first compare against DiffPose [15], which estimates
a single global rigid transformation. Next, we evaluate two convolutional deep learning methods
for deformable 2D/3D registration: LiftReg [18] and 2D3D-RegNet [19]. LiftReg regresses the
coefficients for a low-rank approximation of the deformation field whose basis is obtained via PCA on
a training set of ground truth 3D/3D warps, while 2D3D-RegNet directly estimates a dense translation
field using a VoxelMorph-style approach [61].
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Figure 4: Qualitative evaluations on Head&Neck. (A) Resulting warped CT volumes by different
registration methods. (B) We visualize registration error by overlaying the warped CT (green) on the
ground truth CT (red). Baseline methods incur registration errors in the skull, spine, and surrounding
soft tissue. (C) 2D/3D registration methods take stacks of X-ray images as input, while 3D/3D
registration methods require a reconstructed volume. (D) Visualizations of the estimated deformation
fields, superimposed on renderings of the warped CT volumes. PolyPose estimates smooth, localized
deformations with minimal topological errors. Visualizations of the deformation fields for all other
baselines are provided in Appendix E.1.

As 3D volumes can be rapidly reconstructed from intraoperative 2D X-rays to serve as registration
targets, we also compare PolyPose to four 3D/3D registration methods [34, 35, 37, 38]. To match
the speed requirements of intraoperative settings, we reconstruct 3D volumes using the FDK
algorithm [62] implemented in the ASTRA Toolbox [33]. Both uniGradICON (uGI) [34] and
multiGradICON (mGI) [35], a pair of foundation models for unimodal and multimodal image
registration, contain variants with post-hoc iterative optimization (+IO). For each experiment, we
report the two best-performing variants from uGI, uGI+IO, mGI, and mGI+IO. FireANTs [37] and
anatomix [38] are iterative solvers that provide state-of-the-art 3D/3D registration via improved
optimization techniques and feature representations, respectively.

4.3 Results

Sparse-view registration. Figure 4 visualizes the warped CT volumes and deformation fields es-
timated from three input views distributed across a 180◦ viewing angle range and Figure 5 reports
quantitative evaluation metrics for the Head&Neck dataset. Of all evaluated methods, PolyPose esti-
mates the most accurate deformation fields across all numbers of input X-rays available as registration
targets. PolyPose achieves the highest 3D Dice on both rigid structures and important soft tissue
organs, even though the pose of these organs was not directly estimated during optimization. This is
crucial as non-target organs are to be avoided as much as possible in the delivery of radiotherapy. Of
particular note, PolyPose outperforms both deep learning-based 2D/3D methods, suggesting that train-
ing on the limited datasets available in interventional settings produces models that fail to generalize.

PolyPose also estimates deformation fields with minimal topological defects. Our construction from a
small number of rigid components yields interpretable deformation fields that are more anatomically
plausible than baselines. For example, in a subject with only minimal head motion, PolyPose recovers
the exact underlying deformation (Figure 4D), whereas anatomix [38], the second-most accurate
method, produces topologically-defective and irregular warps as measured by the percentage of folds
in the deformation, %Folds, and the standard deviation of volume changes, σ(log |J|) [63].
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Figure 5: Quantitative results of sparse-view registration on the Head&Neck dataset. We
evaluated the accuracy of estimated deformation fields by computing the 3D Dice on 21 rigid
structures (L/R humerus, L/R scapula, L/R clavicles, thoracic and cervical vertebrae, and skull) and
five soft tissue structures (thyroid, spinal cord, brain, esophagus, and trachea). PolyPose is the most
accurate registration method that also exhibits the fewest topological errors for most numbers of
views. 2D/3D and 3D/3D methods are shown with solid and dashed lines, respectively.

Limited-angle registration. Certain baselines do not apply to the DeepFluoro dataset. The deep
learning methods LiftReg [18] and 2D3D-RegNet [19] cannot be trained on this dataset since
they require multiple CTs from each patient, while each subject in DeepFluoro only has a single
volume. Therefore, we also evaluate a regularized dense deformation model from radiotherapy,
which optimizes a displacement for every voxel [23]. In Figure 3, we visualize the geometry of the
preoperative CT and two intraoperative X-rays used to estimate the deformation field, which are only
about 30◦ apart, as well as the deformation field estimated by PolyPose.

We measure the accuracy of estimated deformation fields by warping the input CTs, rendering syn-
thetic X-rays from them, and comparing the position of bones in the rendered X-rays with their manual
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Figure 6: Examples warps on DeepFluoro.
PolyPose’s anatomical priors induce realistic
motion even without direct supervision. All
baselines are visualized in Appendix E.2.

segmentations in the real X-rays. Table 1 reports
the 2D Dice and 95th percentile Hausdorff Distance
(HD95) for the pelvis, left femur, and right femur,
as well as the %Folds in the estimated deformation
fields. We used the pelvis as the anchor when esti-
mating the camera poses for the X-ray images (Fig-
ure 3A). As such, nearly all baselines (evaluated using
our camera matrices) exhibit high accuracy on the
pelvis. However, for the femurs, PolyPose produces
the highest accuracy. Visualizations of the deforma-
tion fields and warped CTs show that PolyPose esti-
mates an anatomically plausible warp with external
rotation of the femurs (Figure 6), whereas dense meth-
ods yield uninterpretable deformations. The dense
model can also only influence voxels on which is has
direct pixel supervision, whereas PolyPose extrapo-
lates by construction (see the insets in Figure 6).

Table 1: Quantitative results on limited-angle registration with the DeepFluoro dataset. Given
only two X-ray images with 30◦ of separation, PolyPose recovers the most accurate 3D deformation
field relative to all baselines (highest Dice and lowest HD95), while also having no topological
defects. We color the best and second-best methods and report all metrics as mean(sd).

Pelvis Femur (L) Femur (R)
Dice (↑) HD95 (↓) Dice (↑) HD95 (↓) Dice (↑) HD95 (↓) % Folds (↓)

PolyPose (ours) 0.99(0.00) 1.00(0.00) 0.99(0.00) 1.02(0.10) 0.98(0.00) 1.43(0.42) 0.00%
Dense R3 [23] 0.98(0.00) 3.94(4.52) 0.96(0.01) 3.75(2.77) 0.94(0.02) 6.35(4.10) 0.48%
DiffPose [15] 0.99(0.00) 1.01(0.07) 0.96(0.02) 4.03(3.07) 0.94(0.02) 6.51(4.21) 0.00%
FireANTs [37] 0.99(0.00) 1.01(0.07) 0.96(0.02) 4.03(3.07) 0.93(0.02) 9.63(4.26) 0.00%
anatomix [38] 0.95(0.01) 3.63(0.50) 0.93(0.02) 5.44(2.77) 0.92(0.2) 6.89(4.13) 0.11%
multiGradICON [35] 0.83(0.05) 16.37(6.75) 0.86(0.04) 8.69(4.84) 0.77(0.08) 15.18(3.54) 0.00%
uniGradICON [34] 0.66(0.07) 21.98(4.57) 0.50(0.12) 28.51(12.71) 0.83(0.04) 13.74(0.98) 0.00%
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Table 2: Performance of different deformation parameterizations on DeepFluoro. PolyPose
successfully recovers the position of the femurs, while the dense representations fail to do so.

Pelvis Femur (L) Femur (R)
Dice (↑) HD95 (↓) Dice (↑) HD95 (↓) Dice (↑) HD95 (↓) % Folds (↓)

PolyPose (ours) 0.99(0.00) 1.00(0.00) 0.99(0.00) 1.02(0.10) 0.98(0.00) 1.43(0.42) 0.00%
Dense R3 [23] 0.98(0.00) 3.94(4.52) 0.96(0.01) 3.75(2.77) 0.94(0.02) 6.35(4.10) 0.48%
Dense SE(3) [32] 0.93(0.02) 9.42(5.69) 0.90(0.02) 6.07(2.01) 0.88(0.03) 9.29(3.41) 44.08%

Table 3: Performance of different weight functions on DeepFluoro. Our hyperparameter-free
weighting function (6) outperforms the previously proposed Eq. (5), which achieves optimal perfor-
mance for various anatomical structures at different hypermeter values.

Pelvis Femur (L) Femur (R)
Dice (↑) HD95 (↓) Dice (↑) HD95 (↓) Dice (↑) HD95 (↓) % Folds (↓)

PolyPose (ours) 0.99(0.00) 1.00(0.00) 0.99(0.00) 1.02(0.10) 0.98(0.00) 1.43(0.42) 0.00%
PolyPose (ϵ = 100) 0.99(0.00) 1.38(0.41) 0.93(0.02) 5.60(3.29) 0.96(0.01) 3.29(3.48) 0.03%
PolyPose (ϵ = 10−1) 0.99(0.00) 1.58(0.41) 0.93(0.02) 5.31(3.27) 0.96(0.01) 3.53(3.55) 0.02%
PolyPose (ϵ = 10−2) 0.99(0.00) 1.49(0.37) 0.94(0.01) 4.24(2.45) 0.95(0.01) 4.27(3.75) 0.00%
PolyPose (ϵ = 10−3) 0.98(0.00) 1.62(0.36) 0.95(0.01) 2.87(1.18) 0.95(0.01) 4.34(3.71) 0.00%

4.4 Ablations and Analyses

Choice of deformation parameterization. In Table 2, we compare our polyrigid formulation to
dense translations [23] and point-wise SE(3) transformations [32, 42], also optimized via differen-
tiable rendering. Given minimal supervision, only our low-dimensional deformation model enables
the localization of the misaligned femurs without topological defects. PolyPose has only O(K)
optimizable parameters and is thus well suited for ill-posed settings, whereas the under-constrained
dense representations have O(M) parameters. Here, K = 3 and M = 398× 197× 398 ≈ 107.

Choice of weight function. In Table 3, we compare different parameterizations of the weight field.
Our hyperparameter-free weighting function in Eq. (6) outperforms the widely used formulation
in Eq. (5). Note that, when using Eq. (5), the optimal performance for the left and right femurs
is achieved for vastly different hyperparameter values (ϵ = 100 vs. ϵ = 10−3). Thus, Eq. (5) has
a large hyperparameter search space, requiring a different ϵ for every rigid body. In contrast, our
hyperparameter-free function in Eq. (6) uses the mass of each rigid body as an effective heuristic.

Number of rigid components. In Appendix F, we reduce the number of articulated structures whose
pose we optimize, mimicking settings where only minimal preoperative annotations are available.
We find that PolyPose remains expressive and robust even in these challenging scenarios.

5 Discussion

Limitations and future work. To produce a weight field, PolyPose requires segmentations of
relevant rigid bodies in a CT scan. While obtaining these segmentations is simple in most clinical
contexts thanks to automated tools such as TotalSegmentator [64], existing models may not support
all use-cases. For these exceptions, interactive segmentation tools could rapidly produce the required
annotations [65, 66]. Additionally, while our method produces diffeomorphisms by construction
(typically a highly desirable property), this does not cover every type of deformation. For example,
separating a rigid body into two (e.g., opening the jaw) cannot be represented by a diffeomorphism and
thus cannot be modeled by PolyPose. We visualize such failure cases in Appendix G. This limitation
could be mitigated by the incorporation of skeletal constraints into the rigid body parameterization.

Conclusion. Deformable 2D/3D registration holds immense promise in localizing critical organs
from intraoperative images. However, the accuracy of previous methods fails to meet the standards for
clinical deployment. We present PolyPose, an optimization-based method that solves this extremely
under-determined registration problem with a polyrigid field. Throughout extensive experiments on
publicly available datasets from diverse clinical specialties, PolyPose estimated the most accurate
and topologically correct warps in both sparse-view and limited-angle settings. In addition to its high
performance, PolyPose’s lack of need for regularization and near-absence of hyperparameters make
it generically applicable across a broad set of medical procedures.
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[35] Başar Demir, Lin Tian, Hastings Greer, Roland Kwitt, François-Xavier Vialard, Raúl San José
Estépar, Sylvain Bouix, Richard Rushmore, Ebrahim Ebrahim, and Marc Niethammer. Multi-
GradICON: A foundation model for multimodal medical image registration. In International
Workshop on Biomedical Image Registration, pages 3–18. Springer, 2024.

[36] Zi Li, Jianpeng Zhang, Tai Ma, Tony CW Mok, Yan-Jie Zhou, Zeli Chen, Xianghua Ye, Le Lu,
and Dakai Jin. UniReg: Foundation model for controllable medical image registration. arXiv
preprint arXiv:2503.12868, 2025.

[37] Rohit Jena, Pratik Chaudhari, and James C Gee. FireANTs: Adaptive riemannian optimization
for multi-scale diffeomorphic matching. arXiv preprint arXiv:2404.01249, 2024.

[38] Neel Dey, Benjamin Billot, Hallee E Wong, Clinton J Wang, Mengwei Ren, P Ellen Grant,
Adrian V Dalca, and Polina Golland. Learning general-purpose biomedical volume representa-
tions using randomized synthesis. arXiv preprint arXiv:2411.02372, 2024.

[39] Hanna Siebert, Christoph Großbröhmer, Lasse Hansen, and Mattias P Heinrich. ConvexAdam:
Self-configuring dual-optimisation-based 3D multitask medical image registration. IEEE
Transactions on Medical Imaging, 2024.

[40] Junguo Bian, Jeffrey H Siewerdsen, Xiao Han, Emil Y Sidky, Jerry L Prince, Charles A
Pelizzari, and Xiaochuan Pan. Evaluation of sparse-view reconstruction from flat-panel-detector
cone-beam CT. Physics in Medicine & Biology, 55(22):6575, 2010.

[41] Mohammadhossein Momeni, Vivek Gopalakrishnan, Neel Dey, Polina Golland, and Sarah
Frisken. Voxel-based differentiable X-ray rendering improves self-supervised 3D CBCT recon-
struction. arXiv preprint arXiv:2411.19224, 2024.

[42] Zachary Teed and Jia Deng. RAFT-3D: Scene flow using rigid-motion embeddings. In
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages
8375–8384, 2021.

[43] Elizabeth L Brainerd, David B Baier, Stephen M Gatesy, Tyson L Hedrick, Keith A Met-
zger, Susannah L Gilbert, and Joseph J Crisco. X-ray reconstruction of moving morphology
(XROMM): precision, accuracy and applications in comparative biomechanics research. Journal
of Experimental Zoology Part A: Ecological Genetics and Physiology, 313(5):262–279, 2010.

[44] Benjamin J Knörlein, David B Baier, Stephen M Gatesy, JD Laurence-Chasen, and Elizabeth L
Brainerd. Validation of XMALab software for marker-based XROMM. Journal of Experimental
Biology, 219(23):3701–3711, 2016.

[45] Paul Kirkpatrick and Albert Vincio Baez. Formation of optical images by X-rays. Journal of
the Optical Society of America, 38(9):766–774, 1948.

12



[46] Richard Hartley and Andrew Zisserman. Multiple View Geometry in Computer Vision. Cam-
bridge University Press, 2nd edition, 2004.

[47] Donald F Swinehart. The Beer-Lambert law. Journal of Chemical Education, 39(7):333, 1962.

[48] Nelson Max. Optical models for direct volume rendering. IEEE Transactions on Visualization
and Computer Graphics, 1(2):99–108, 1995.

[49] Ben Mildenhall, Pratul P Srinivasan, Matthew Tancik, Jonathan T Barron, Ravi Ramamoor-
thi, and Ren Ng. NeRF: Representing scenes as neural radiance fields for view synthesis.
Communications of the ACM, 65(1):99–106, 2021.

[50] Vivek Gopalakrishnan and Polina Golland. Fast auto-differentiable digitally reconstructed
radiographs for solving inverse problems in intraoperative imaging. In Workshop on Clinical
Image-Based Procedures, pages 1–11. Springer, 2022.

[51] Olivier Commowick, Vincent Arsigny, Aurélie Isambert, Jimena Costa, Frédéric Dhermain,
François Bidault, P-Y Bondiau, Nicholas Ayache, and Grégoire Malandain. An efficient locally
affine framework for the smooth registration of anatomical structures. Medical Image Analysis,
12(4):427–441, 2008.

[52] Russell Wustenberg. Carpal bone rigid-body kinematics by log-Euclidean polyrigid estimation.
Master’s thesis, New York University Tandon School of Engineering, 2022.

[53] Batool Abbas, James Fishbaugh, Catherine Petchprapa, Riccardo Lattanzi, and Guido Gerig.
Analysis of the kinematic motion of the wrist from 4D magnetic resonance imaging. In Medical
Imaging 2019: Image Processing, volume 10949, pages 351–356. SPIE, 2019.

[54] Isaac Newton, I Bernard Cohen, and Anne Whitman. The Principia: mathematical principles
of natural philosophy. University of California Press, 1999.

[55] Brian B Avants, Charles L Epstein, Murray Grossman, and James C Gee. Symmetric diffeo-
morphic image registration with cross-correlation: evaluating automated labeling of elderly and
neurodegenerative brain. Medical image analysis, 12(1):26–41, 2008.

[56] Robert B Grupp, Mehran Armand, and Russell H Taylor. Patch-based image similarity for intra-
operative 2d/3d pelvis registration during periacetabular osteotomy. In OR 2.0 Context-Aware
Operating Theaters, Computer Assisted Robotic Endoscopy, Clinical Image-Based Procedures,
and Skin Image Analysis: First International Workshop, OR 2.0 2018, 5th International Work-
shop, CARE 2018, 7th International Workshop, CLIP 2018, Third International Workshop, ISIC
2018, Held in Conjunction with MICCAI 2018, Granada, Spain, September 16 and 20, 2018,
Proceedings 5, pages 153–163. Springer, 2018.

[57] Diederik P Kingma. Adam: A method for stochastic optimization. arXiv preprint
arXiv:1412.6980, 2014.

[58] Tatiana Bejarano, Mariluz De Ornelas-Couto, and Ivaylo B Mihaylov. Head-and-neck squamous
cell carcinoma patients with CT taken during pre-treatment, mid-treatment, and post-treatment
(HNSCC-3DCT-RT). https://doi.org/10.7937/K9/TCIA.2018.13upr2xf, 2018.

[59] Tatiana Bejarano, Mariluz De Ornelas-Couto, and Ivaylo B Mihaylov. Longitudinal fan-beam
computed tomography dataset for head-and-neck squamous cell carcinoma patients. Medical
Physics, 46(5):2526–2537, 2019.

[60] Robert B Grupp, Mathias Unberath, Cong Gao, Rachel A Hegeman, Ryan J Murphy, Clayton P
Alexander, Yoshito Otake, Benjamin A McArthur, Mehran Armand, and Russell H Taylor.
Automatic annotation of hip anatomy in fluoroscopy for robust and efficient 2D/3D registration.
International Journal of Computer Assisted Radiology and Surgery, 15:759–769, 2020.

[61] Guha Balakrishnan, Amy Zhao, Mert R Sabuncu, John Guttag, and Adrian V Dalca. Voxel-
Morph: a learning framework for deformable medical image registration. IEEE Transactions
on Medical Imaging, 38(8):1788–1800, 2019.

13

https://doi.org/10.7937/K9/TCIA.2018.13upr2xf


[62] Lee A Feldkamp, Lloyd C Davis, and James W Kress. Practical cone-beam algorithm. Journal
of the Optical Society of America A, 1(6):612–619, 1984.

[63] Alex D Leow, Igor Yanovsky, Ming-Chang Chiang, Agatha D Lee, Andrea D Klunder, Allen Lu,
James T Becker, Simon W Davis, Arthur W Toga, and Paul M Thompson. Statistical properties
of Jacobian maps and the realization of unbiased large-deformation nonlinear image registration.
IEEE Transactions on Medical Imaging, 26(6):822–832, 2007.

[64] Jakob Wasserthal, Hanns-Christian Breit, Manfred T Meyer, Maurice Pradella, Daniel Hinck,
Alexander W Sauter, Tobias Heye, Daniel T Boll, Joshy Cyriac, Shan Yang, et al. TotalSeg-
mentator: robust segmentation of 104 anatomic structures in CT images. Radiology: Artificial
Intelligence, 5(5):e230024, 2023.

[65] Hallee E Wong, Marianne Rakic, John Guttag, and Adrian V Dalca. ScribblePrompt: fast
and flexible interactive segmentation for any biomedical image. In European Conference on
Computer Vision, pages 207–229. Springer, 2024.

[66] Fabian Isensee, Maximilian Rokuss, Lars Krämer, Stefan Dinkelacker, Ashis Ravindran, Flo-
rian Stritzke, Benjamin Hamm, Tassilo Wald, Moritz Langenberg, Constantin Ulrich, et al.
nnInteractive: Redefining 3D promptable segmentation. arXiv preprint arXiv:2503.08373,
2025.

[67] Jose-Luis Blanco. A tutorial on SE(3) transformation parameterizations and on-manifold
optimization. University of Malaga, Tech. Rep, 3(6):1, 2010.

14



A Projective X-ray Geometry

To complete the derivation of the forward model for the negative log-intensity at a pixel p in an X-ray
image, we must specify how to construct the intrinsic matrix K from the image’s metadata.

The intrinsic matrix represents the mapping from camera to pixel coordinates [46]. This can be
decomposed as a first mapping from camera to image coordinates and a second mapping from image
to pixel coordinates:

K =

[
1/sx 0 W/2
0 1/sy H/2
0 0 1

][
f 0 ox
0 f oy
0 0 1

]
, (10)

where f is the camera’s focal length, (ox, oy) is the camera’s optical center, (sx, sy) is the pixel
spacing, and (H,W ) is the image’s height and width, respectively [16].

These intrinsic parameters for each X-ray image can readily be identified from the image’s metadata
encoded in the DICOM (Digital Imaging and Communications in Medicine) header. Specifically,

• The focal length f is given by the DistanceSourceToDetector (0018,1110) attribute.

• The optical center (ox, oy) is given by the DetectorActiveOrigin (0018,7028) attribute.

• The pixel spacing (sx, sy) is the given by the ImagerPixelSpacing (0018,1164) attribute.

• The image dimensions (H,W ) are given by the Rows (0028,0010) and Columns (0028,0011)
attributes, respectively.

B Lie Theory for Polyrigid Transforms

We summarize the Lie theory of SE(3) from Blanco [67] needed to implement PolyPose. We start
by defining the logarithmic map, which maps any rigid transformation

T =

[
R t
0 1

]
∈ SE(3) , where R ∈ SO(3) and t ∈ R3 , (11)

to the vector v = [ω u]
T ∈ se(3) ∼= R6. This vector corresponds to the matrix

log(T) ≜

 0 −ω3 ω2 u1

ω3 0 −ω1 u2

−ω2 ω1 0 u3

0 0 0 0

 , (12)

which itself is the generator of an infinitesimal rototranslation about the axis defined by u.

To efficiently write the formulas for ω and u, it is convenient to first define the exponential map:

exp(v) =

[
e[ω]× Ωu
0 1

]
, (13)

where

e[ω]× = I+
sin θ

θ
[ω]× +

θ − cos θ

θ2
[ω]2× , (14)

Ω = I+
1− cos θ

θ2
[ω]× +

θ − sin θ

θ3
[ω]2× , (15)

and θ = ∥ω∥.

Then, ω is given by Rodrigues’ rotation formula

ω =
1

2 sin θ

[
R32 −R23

R13 −R31

R21 −R12

]
, where θ = arccos

(
trace(R)− 1

2

)
, (16)

and u = Ω−1t.
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C Additional Implementation Details

Compute. PolyPose and all baseline methods were trained (if applicable) and evaluated using a
single NVIDIA RTX A6000.

C.1 Estimating Camera Poses

To recover camera poses in an accurate and automatic manner, we use DiffPose, a patient-specific
machine learning framework for rigid 2D/3D registration [15, 16]. Specifically, given V, we
train a patient-specific convolutional network fθ : I → [R | t] to predict an initial camera pose
estimate for a given X-ray image using self-supervised synthetic pretraining. At inference time,
we refine these initial pose estimates using differentiable rendering, a protocol known as test-time
optimization (Figure 3A). However, we modify the original test-time optimization protocol and
instead optimize the pose of a single anatomical structure Sanchor ∈ {S1, . . . ,SK}. We anchor our
representation of the camera poses by rigidly registering the left clavicle in the Head&Neck dataset
and the pelvis in the DeepFluoro dataset.

Optimization problem. Given an image similarity loss function L (e.g., normalized cross correlation,
mutual information, etc.), we estimate the extrinsic parameters of each X-ray image by independently
solving the following optimization problem:

[R̂n | t̂n] = argmax
[Rn|tn]∈SE(3)

L
(
In,P

(
Kn[Rn | tn]

)
◦ (Sanchor ⊙V)

)
(17)

where ⊙ is element-wise multiplication used to mask the CT volume and render the structure Sanchor.
This optimization is performed in the tangent space of SE(3) using gradient descent. Finally,

Π̂n = Kn[R̂n | t̂n] . (18)

We use the hybrid loss function gradient multiscale normalized cross correlation (gmNCC) to
guide 2D/3D rigid registration. This composite loss function is the average of multiscale NCC
(mNCC) [15], which averages NCC across the global and local scales, and gradient NCC (gNCC) [60],
which computes NCC on Sobel-filtered versions of the image. This image similarity metric is
advantageous for 2D/3D registration tasks as mNCC encourages global alignment while gNCC
encourages alignment of edges of bones.

C.2 Polyrigid Pose Optimization

Weight field. Given a labelmap for the preoperative CT scan, we first precompute structure-specific
Euclidean distance transforms for each rigid body whose pose we will optimize. Examples of these
per-structure distance fields are illustrated for a subject in the DeepFluoro dataset (Figure 7). Finally,
these distance transform are combined using Eq. (6). Since the weights are fixed during optimized in
PolyPose, this field can be precomputed before estimating the warp field.

Optimization. We represent the poses of every rigid body in the tangent space se(3). Since
translational parameters (u) in units of millimeters are typically two orders of magnitude larger than
angular parameters (ω) in units of radians, we use two separate step sizes. Specifically, we use the
Adam optimizer with step sizes βrot = 10−2 for rotations and βxyz = 100 for translations across all
experiments, which is the same optimizer setup we use for estimating camera poses in Eq. (17). We
use the same gmNCC metric to compute image similarity in the objective function (7).

Femur (R) Pelvis Femur (L)

Segmentations ( )Sk Per-structure Euclidean distance field ( )dk Weight field ( )wk

Figure 7: A slice of the weight field produced by Eq. (6). We visualize the weight field as the
relative contribution of each structure at every pixel in the slice.
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D Implementations of Baselines and Ablations

Below, we detail the implementation of all baselines compared to in this work. Note that all baselines,
except for DiffPose, depend on accurate camera pose estimates, but do not specify protocols for
calibrating the input X-ray images. Therefore, all methods (including our own) were evaluated using
the same camera poses that we estimated using PolyPose.

DiffPose [15] is a rigid 2D/3D registration framework comprising (1) a patient-specific neural network
pretrained on synthetic data to produce accurate initial pose estimates and (2) a test-time optimization
protocol to refine initial pose estimates. We train patient-specific neural networks and perform
test-time optimization for each subject using the default architecture and training hyperparameters.

LiftReg [18] is a deep dictionary learning method for deformable 2D/3D registration. It uses PCA to
construct a low-rank vector space of 3D deformations given a dataset of patients with multiple CTs.
Since patients in DeepFluoro do not have multiple CT scans, we can only evaluate LiftReg on the
Head&Neck dataset. Specifically, we use FireANTs [37] to compute ground truth 3D deformations
from pairs of CTs in the training set of Head&Neck. Then, we train a CNN to regress coefficients of
the basis vectors, reconstruct the resulting deformation field, warp the moving CT, and compute the
loss using 3D MSE and a diffusion regularizer.

2D3D-RegNet [19] uses a VoxelMorph-style [61] architecture to directly estimate a 3D deformation
field given a moving CT and a fixed CBCT reconstructed from the input 2D X-rays. It is supervised
using an image similarity loss on X-rays rendered from the warped CTs and the real X-rays, as well
as an inverse consistency regularizer and an energy regularizer.

uniGradICON [34] and multiGradICON [35] are foundation models for intra- and inter-modality
registration, respectively, trained on large datasets. We use the pretrained models available in their
repositories in our experiments. These neural networks do not have any hyperparameters, and we
optimize hyperparameters for their iterative variants on the validation set.

FireANTs [37] and anatomix [38] are improved solvers for 3D/3D registration that leverage
novel optimization techniques and feature representations. We install the binaries available in their
respective repositories and optimize the requisite hyperparameters on the validation set.

Dense R3 [23] places an optimizable displacement vector at every voxel in the moving CT scan.
Similarly, Dense SE(3) [32] places an optimizable rototranslation generator (see Appendix B) at
every voxel. We optimize both dense parameterizations with the same differentiable rendering setup
as in PolyPose.

E Additional Results

E.1 Head&Neck

In Figure 8, we render the deformation fields produced by 2D3D-RegNet [19] and multiGradICON
(with and without IO, respectively) [35] for the same subject visualized in Figure 4. The warps
produced by 2D3D-RegNet are well-behaved from a topological perspective, but fail to accurately
capture the inter-scan motion of the patient’s head. Deformations produced by the multiGradICON
variants display an interesting failure mode, with the warp field radiating away from the isocenter
of the CT scan. This dilation results in the anatomically implausible warped volumes visualized
in Figure 4A.

2D3D-RegNet 
% Folds = 0.11 
σ(log|J|) = 0.51 

mGI 
% Folds = 0.00 
σ(log|J|) = 0.59

mGI + IO 
% Folds = 0.00 
σ(log|J|) = 0.49

PolyPose (ours) 
% Folds = 0.25% 
σ(log|J|) = 0.70 

Figure 8: 3D renderings of the deformation fields produced by 2D3D-RegNet [19] and multi-
GradICON [35]. These visualizations are complementary to the examples shown in Figure 4.
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Figure 9: 2D evaluation metrics on the (A) training and (B) testing sets. (A) On the training set,
dense parameterizations of the deformation field, R3 [23] and SE(3) [32], estimate warp fields that
exactly reproduce the appearance of the ground truth training X-rays, yielding near-perfect image
similarity metrics (≈ 0.99/1) compared to our polyrigid formulation. (B) However, on the testing
set, these dense warps are anatomically implausible, demonstrated by the lack of overlap between
renderings of the warped CT (white) and ground truth segmentation labels (red) for unseen images.

E.2 DeepFluoro

Evaluation. As subjects in the DeepFluoro dataset [60] have multiple X-ray images (at least 24)
per patient, we use two of these as the training images for estimating the warp and the rest as the
testing set. Specifically, for training, we choose two X-rays that capture the left and right femurs,
respectively (Figure 9A). For testing, we quantitatively evaluate registration accuracy using the
ground truth segmentations of the left and right femurs and the pelvis that are provided for every
X-ray image in the dataset. Specifically, for the testing images, we project synthetic X-ray images
from the warped CT scan to determine the estimated position of the pelvis and femurs in 2D (see
the white outlines in Figure 9B). These predicted segmentation masks are compared to the ground
truth segmentation masks using 2D Dice and 95th percentile Hausdorff Distance (HD95), yielding a
quantitative evaluation of the estimated warps (Tables 1 and 4).

Further visualizations and analyses. In Figure 10, we visualize central slices and maximum
intensity projections of the warped CTs produced by PolyPose and the baseline methods. This
figure exemplifies many of the common failure modes for previous 2D/3D and 3D/3D registration
methods. Dense parameterizations of the deformation field, such as R3 [23] and SE(3) [32, 42], can
only influence voxels on which they have direct pixel supervision. As such, both of these methods
break the femurs, showing the bounded subregion that can be deformed. Both FireANTs [37] and
anatomix [38] produce very small deformations, failing to capture the inter-scan motion of the patient.
While uniGradICON [34] comes the closest of all the baselines to recovering the motion of the femurs,
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DiffPose [15] Dense  [23]ℝ3 Dense SE(3) [32] PolyPose (ours)

FireANTs [37] anatomix [38] uniGradICON [34] multiGradICON [35]

Figure 10: Visualizations of the warped CTs produced by various methods on the same subject.
The top rows visualize central slices of the warped CTs and the bottom rows visualize maximum
intensity projections along the coronal direction. Only PolyPose successfully recovers the anatomical
motion (external rotation of the femurs) from minimal supervision (two X-ray images).

both it and multiGradICON [35] are affected by the streaking artifacts present in sparse-view CBCT
reconstructions and produce dramatic dilations of the preoperative volume. This is analogous to the
dilating warps produced by multiGradICON in the Head&Neck dataset (Figures 4 and 8). In Table 4,
we present an analysis of the remaining subjects in the DeepFluoro dataset. This demonstrates
that PolyPose correctly solves for the subtle motion in these patients, who exhibit relatively little
movement compared to the subject analyzed in Table 1 in the main text.

Table 4: Quantitative results on limited-angle registration with the subjects 2–6 in the DeepFlu-
oro dataset. PolyPose routinely captures the motion of the left and right femurs. We color the best
and second-best methods and report all metrics as mean(sd).

Pelvis Femur (L) Femur (R)
Dice (↑) HD95 (↓) Dice (↑) HD95 (↓) Dice (↑) HD95 (↓) % Folds (↓)

PolyPose (ours) 0.99(0.01) 1.06(0.19) 0.98(0.01) 1.74(1.23) 0.98(0.02) 1.96(1.36) 0.00(0.00)%
Dense R3 [23] 0.98(0.01) 3.01(4.88) 0.96(0.02) 3.54(2.69) 0.97(0.01) 2.92(1.17) 0.43(0.12)%
DiffPose [15] 0.99(0.01) 1.00(0.03) 0.96(0.03) 4.27(3.10) 0.96(0.02) 3.21(1.36) 0.00(0.00)%
FireANTs [37] 0.99(0.00) 1.18(0.24) 0.96(0.02) 4.13(2.88) 0.96(0.01) 3.07(1.05) 0.00(0.00)%
anatomix [38] 0.95(0.01) 5.69(1.46) 0.93(0.01) 4.99(0.71) 0.94(0.02) 4.64(1.43) 3.01(1.21)%
multiGradICON [35] 0.85(0.04) 16.24(7.74) 0.85(0.05) 9.94(3.72) 0.76(0.05) 15.72(5.82) 0.00(0.00)%
uniGradICON [34] 0.80(0.07) 20.40(6.90) 0.77(0.09) 13.25(4.89) 0.73(0.19) 17.86(8.69) 0.00(0.00)%
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Table 5: Ablation on the number optimizable rigid body poses. As more structures are included
in the optimization, the accuracy of the estimated warp (quantified via 3D Dice) asymptotically
increases.

Structures Rigid Bodies Soft Tissues
Rigid Pre-alignment 0.51 0.49
+ Skull 0.61 0.63
+ C-spine 0.64 0.76
+ T-spine 0.70 0.77
+ Humerus (L/R) 0.70 0.81
+ Scapula (L/R) 0.71 0.80
+ Clavicles (R) 0.74 0.81

F Ablation on the Number of Rigid Components

PolyPose is memory-efficient, capable of jointly optimizing the poses of 26 rigid bodies in a large CT
scan on a single NVIDIA RTX A6000 (48 GB). However, this may be too computationally expensive
for compute available in resource-limited medical settings. Therefore, we also perform an ablation
using the Head&Neck dataset where we systematically reduce the number of rigid bodies whose poses
we optimize for. In Table 5, we report the 3D Dice for rigid bodies and soft tissues for these warps,
starting from our rigid pre-alignment (i.e., no application of PolyPose) to which we add progressively
more structures until we arrive at the configuration used to quantify registration accuracy in Figure 5.
We observe that, after the inclusion of the skull and the cervical and thoracic spine in the optimization,
the deformation fields estimated by PolyPose are stable and robust. The addition of further rigid
bodies results in marginal increases in accuracy, demonstrating the expressiveness of PolyPose given
an artificially-constrained subset of the rigid bodies in an anatomical region.

G Failure Cases

By construction, PolyPose produces diffeomorphisms. While this is intentional and generally a
desirable property, as the majority of human motion is smooth and invertible, diffeomorphisms
do not represent all types of motion. To visualize this failure mode, we use a CT scan from an
internal dataset of neurosurgical patients where the patient’s mouth is closed in the preoperative CT,
while it is open in the intraoperative X-rays. To represent opening the jaw, PolyPose repositions the
patient’s mandible in the warped CT. However, as the patient’s top and bottom rows of teeth were
touching in the preoperative CT, this downward warp applied to the mandible creates an anatomically
implausible stretching of the teeth in the lower jaw (see the red box in Figure 11). This is because,
as diffeomorphisms are invertible, they cannot model the creation of empty space as occurs when
the mouth opens. This defect results in the creation of a third row of teeth, as seen in the volume
rendering.

Warped CT from PolyPose (ours)Preoperative CT

Figure 11: An exemplar failure mode of diffeomorphisms. The diffeomorphisms produced by
PolyPose cannot represent certain motions, such as the opening of the mouth, as the top and bottom
rows of teeth are touching in the preoperative CT scan and would require the creation of topologically-
inconsistent empty space to match the target intraoperative X-rays.
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